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Recap



A bad news

● https://chatgpt.cuhk.edu.cn/ is broken and it is also ran of out money

● We are fixing this…

https://chatgpt.cuhk.edu.cn/


What is in the previous lecture?

➢ Everything about the course itself

Final project is all you need

(It does not make sense to join this course if you do not want to make a nice project)

Workload is heavy, go dropping it if you do not have enough time.

It is waste of your time/energy even you could pass this course with minimum efforts

➢ The basic review of the course

A story of destructure (去结构化) and scaling(模型变大), and finally application.

➢ What is NLP and its applications

translation, QA, embodied AI, etc.

➢ What is ChatGPT and some case study

Some is too much fancy and also some limitation existed

➢ Future NLP

Defined by you guys (young people do this better than senior guys)



Destructure (去结构化) and scaling (模型变大),

● Structure prior harms scaling up
○ When you were a kid, some constrains (structure prior in NLP) do help you (safely grow up) 

○ When you become an adult, these constrains becomes a burden



A famous joke

Every time I fire a linguist, the performance of the 
speech recognizer goes up

Frederick Jelinek, a renowned Czech-American researcher in 
natural language processing and speech recognition, 
famously said in 1985

https://www.nature.com/articles/s42256-023-00703-8

He was not a pioneer of speech 

recognition, he was the pioneer of 

speech recognition.

—Steve Young (2010)



A natural question arises

What is the structure of language?



A kind advice

So If you learn this lecture  well and only learn this lecture, you might 

survive in a research institute, not in a company in coming years.



Today’s lecture

● What is linguistics?

● Linguistic structure
○ Character

○ Word

○ Sentence

○ Discourse (篇章)

● More about desturcture and scaling
○ Inductive bias

○ Inductive bias in NLP during many decades

○ Rethinking Empiricism vs. Rationalism

● (Next) From linguistics to computing linguistics



What is linguistics?



What is linguistics?

Linguistics is the scientific study of language. Linguistics is based on a theoretical as well as a 

descriptive study of language and is also interlinked with the applied fields of language studies 

and language learning, which entails the study of specific languages.

Today's course will help us understand two significant aspects in linguistics:

● How do we understand language?

● How can computers process language?

https://en.wikipedia.org/wiki/Linguistics

https://en.wikipedia.org/wiki/Linguistics


How do we understand language?



An important insight

Language is structured

•S - Sentence

•NP - Noun Phrase

•VP - Verb Phrase

•Det - Determiner

•N - Noun

•V - Verb

•PP - Prepositional Phrase

•P - Preposition

•A - Adjective

•Adv - Adverb

•Deg - Adverb of Degree

•Pro - Pronoun

•Aux - Auxiliary Verb

•M - Modal



There’s structure underlying language

● We have some knowledge of structure that’s separate from the words we use and the 
things we say.

● Building block vs. Building strategies



A example that does not respect linguistic structure 

Mert Yuksekgonul. et.al. When and Why Vision-Language Models Behave like Bags-Of-Words, and What to 

Do About It? ICLR 2023.



Structure dictates how we can use language



Structure dictates how we can use language



Structure dictates how we can use language



Structure dictates how we can use language



Structure dictates how we can use language



Structure dictates how we can use language



Recall the rules you learned in school



Grammaticality



Grammarly

https://www.grammarly.com/

ChatGPT could also do this, sometimes much better and more intelligent. 

https://www.grammarly.com/


Example



We rely on linguistic structure to learn language

Linguistic structure  is the first step in abstracting language.



Linguistic Structure in NLP



Linguistic Structure in NLP

○ Character: Chinese Characters, Character Encoding

○ Word: Morphemes, Lemmatization, Tokenization

○ Sentence: Phrase Parsing, Dependency

○ Discourse: Discourse Structure and Processing



Beginning

Character

Word

Sentence

Discourse

This section will explore linguistic 

structure by examining the different 

hierarchical levels of language.



Linguistic Structure in NLP

Character



Character

A character is the smallest unit of language and also the smallest unit for computer encoding. The 
English language consists of only 26 characters, which can be easily encoded using a Byte.

However, Chinese characters are totally different and much more complex.



Chinese Characters 汉字

● Chinese character is non-alphabetic symbol

● The live Ideographic character (表意文字)

pictograph 象形文字 意音 logograph

表意文字/形意文字
(Ideograph)



Chinese Characters 汉字

● Chinese character information

Type Example Amount

Pictograph 象形 日月火人 Few

Ideographic 指示 上下 Very few

Compound  indicative 会意 仁、信 Very few

Semantic-phonetic  compounds 
形声

请、情、清、晴钾、钠
、钙、镁

> 90%

Chinese character is morphemes syllable words in  ideographic writing system.



Large Number of Characters

● Much larger number of characters as compared with the  number of 

letters

● The exact number of existent Chinese characters cannot be  precisely 

ascertained

○ 康熙字典(Kangxi dictionary 1716) 47, 035

○ 中华字海(Zhonghua Zihai dictionary 1994) 87, 019

○ 1000 characters may cover 92% written materials, and 3000  

characters cover more than 99%

● For computer processing purpose, Chinese characters are  encoded 

in 16+ bits. (8bits: #256;16bits: #65536)



Traditional and Simplified Characters

● Traditional/simplified characters

○ Simp. Chinese: China, Singapore, Malaysia, United Nations.

○ Trad. Chinese: Taiwan, Hong Kong and Macau

● No one-one corresponding between

○ 乾‘dry’ and 幹‘to do’ -> Simplified 干

○ 䢟‘travel’ and 游‘swim’ -> Simplified 游

○ Sometimes it is a many-to-one mapping



Variant Characters

● Characters that have the same meaning and sounds but  different 

shapes 异体字

● Most of the characters in the Kangxi dictionary are variant  character

○ Four variant characters of 回(回囘囬廻)

● Often share the same components as their standard  counterparts

○ 裏/裡; 膀/髈; 杯/盃; 秘/袐; 毙/毙

● Becomes hot in Internet

○ 囧(窘)



Dialect characters and Dialectal Use of  Standard Characters

● The existence of dialectal characters 方言字



Character Encoding Standards

● GB “National Standard” in Chinese

○ 7445 characters. It includes 6, 763 simplified characters. Class-

○ 1/Class-2 characters

○ BG2312-80, contained only one code point for each character.

○ MSB. Bit-8 of each byte, is set to 1, and therefore becomes a 8-bit  

character. Otherwise, the byte is interpreted as ASCII

○ Every Chinese character is represented by a two-byte code. The MSB  of 

both the first and second bytes are set.



Character Encoding Standards

● GBK “National Standard Extension” in Chinese

○ An extension of GB2312

○ Includes 14, 240 traditional characters

○ The scheme is used by Simplified Microsoft Windows 95 and 98

● GB18030

○ Released by the China Standard Press, 2000

○ BG18030 supersedes all previous versions of GB

○ Officially mandatory for all software products sold in the PRC

○ Supports both simplified and traditional Chinese characters



Unicode



Unicode

● Industry standard, Universal Character Set

○ More than 100, 000 characters

○ Originates from East Asia

● Implemented by different character encodings

○ UTF-8: uses 1 byte for all ASCII characters, up to 4 bytes for other  

characters

○ UCS-2: uses 2 bytes for all characters, but does not include every  

character in the Unicode

○ UTF-16: using 4 bytes to encode characters missing from UCS-2

● Simplified and traditional characters as part of the project of  Han unification



Example



Chinese letters vs. Latin letters

● English – “Reduced Instruction Set Architecture (RISC)”

● Chinese – “Complex Instruction Set Architecture (CISC)”

This becomes interesting when adapting LMs to perceive image input



Language model in pixels

Phillip Rust et. Al.  Language modeling with pixels. ICLR 2023



Can we create new words?



Linguistic Structure in NLP

Word



Character to Word



Our work to inject morphology in word embedding

Guobing Gan, Peng Zhang, Sunzhu Li, Xiuqing Lu, and Benyou Wang. MorphTE: Injecting 

Morphology in Tensorized Embeddings. NeurIPS 2022



How do we identify the words in a text?

For a language like English, this seems like a really easy problem:

A word is any sequence of alphabetical characters between whitespaces that’s not a 
punctuation mark?



Words aren’t just defined by blanks



Tokenization

Any actual NLP system will assume a particular tokenization standard.

● Because so much NLP is based on systems that are trained on 

particular corpora (text datasets) that everybody uses, these corpora 

often define a de facto standard.



Spelling variants, typos, etc.



Examples

● The lecture is super loooooooong!

● bert2BERT …



How many different words are there in English?



Zipf’s law: the long tail

How many words occur once, twice, 100 times, 1000 times?

In natural language:

● A small number of events (e.g. words) occur with high frequency

● A large number of events occur with very low frequency



Implications of Zipf’s Law for NLP



How many different words are there in English?



How many different words are there in English?



Word Mapping

Add some generalization by mapping different forms of a word to the 

same symbol:



Motivating challenge: out-of-vocabulary (OOV) words

So if our test sentence was 
the dogs love the cats

The input would look like:
The <OOV> <OOV> the <OOV>

Where <OOV> is the “out of vocabulary” symbol

Example



Morphemes: stems, affixes



Let's see how Chinese words are different.



Chinese Words



Chinese Word Formation

● Disyllabic compounds

○ 小人 热心报告 声音

● Tri-syllabic compounds

○ 口香糖 大学生 吹牛皮

● Quad-syllabic compounds

○ 花言巧语 口是心非

● Affixation

○ Prefix: 第一/第二 Suffix: 儿子/ 化学

● Reduplication

○ 商量商量 高高兴兴

● Ionization

○ 理发 ‘cut-hair’   理短发 ‘have short haircut’  发理了吗 ‘hair has been cut?’



Challenges in Chinese - Few formal morphological markings



Challenges in Chinese - Ambiguities in Words



A famous example

● 南京市长江大桥

● 南京市长江大桥



How do state-of-the-art models represent word?



Tokenization for GPT-3, GPT-2… most likely ChatGPT

https://platform.openai.com/tokenizer

https://platform.openai.com/tokenizer


Tokenization for GPT-3, GPT-2… most likely ChatGPT

Radford A, Wu J, Child R, et al. Language models are unsupervised multitask learners[J]. OpenAI blog, 2019, 1(8): 9.



Byte-Pair Encoding (BPE) for Tokenization



Byte-Pair Encoding (BPE) deals OOV words

1. Convert each character into unicode bytes

2. Use these bytes as the base vocabulary for the BPE algorithm.

3. Tokenize via BPE.

4. Big picture: Now we can deal with any word or character!



Parts of Speech

"Parts of speech" are categories of words based on their function within 

a sentence. Understanding them is fundamental to grasping the rules of 

grammar and syntax in a language. 



Examples from 文心一言

Mixture of characters and words 



Linguistic Structure in NLP

Sentence



Phrase



English Phrase



Phrase Structure Grammar

Tells us how to determine the meaning of the sentence from the meaning of 

the words.



Parsing  (Syntax Analysis)



Parse tree (Syntactic Tree)



Parse tree (Syntactic Tree)



Parse tree (Syntactic Tree)



Parse tree (Syntactic Tree)



Parse tree (Syntactic Tree)



Parse tree (Syntactic Tree)



Parse tree (Syntactic Tree)



Dependency

Syntactic structure consists of lexical items, linked by binary asymmetric 

relations called dependencies.

Tesnière, L. (1959). Eléments de Syntaxe Structurale.



Dependency Structure



Dependency Parsing



Phrase Structure vs. Dependency Structure



Problems in Parsing - Ambiguity



Linguistic Structure in NLP
Discourse 

(篇章/语篇)



Discourse Structure 



Discourse Processing



Modeling Coherence Structure



Discourse/Coherence Relations



More Discourse Relations

● Elaboration 细化

○ Dorothy was from Kansas. She lived on the Kansas prairies.

● Result 因果

○ The tin woodman was caught in the rain. His joints rusted.

● Parallel 并列

○ The scarecrow wanted some brains. The tin woodsman wanted a heart.

● How many relations? Which ones?

● What kind of structures? Flat? Trees? Graphs?



Discourse Parse

Webber B L, Joshi A K. Anchoring a lexicalized tree-adjoining grammar for discourse[J]. arXiv preprint cmplg/9806017, 1998.



Coherence Models



An interesting fact



Lexicon and Grammar could be changing

● A case in Lexicon
○ Chinglish: open your computer vs. turn on you computer

● A case in Grammar
○ You okay?



Linguistic Structure for today’s NLP



Linguistic Structure for today’s NLP
Implicit Mastery: Evolving Beyond Explicit 

Linguistic Rules in Modern LLMs



Before Self-supervised Learning

Before self-supervised learning Like GPT, the way to approach doing NLP was through 
understanding the human language system, and trying to imitate it.



Before Self-supervised Learning

Many linguists might tell you something like this:



Before Self-supervised Learning

They built Pipelines for language processing based on language structures.



Now, language models just seem to catch on to a lot of these things!



How we train our models these days!

Directly learn from unstructured corpora through self-supervised learning, without 
concerning with Linguistic Structure.



Structured Learning to non-structured Learning

Contemporary Large Language Models like GPT-4 employ a non-structured learning 
approach, directly learning from raw corpora. This contrasts with earlier methods that 
depended heavily on explicit, rule-based learning of linguistic structure.

This approach is favored for several reasons:

● It allows for scalability, facilitating the learning of vast, unstructured natural 
language corpora without the need for explicit programming of linguistic rules.

● Language structures are inherently complex and vary depending on context and 
word usage, making them difficult to effectively encode and learn.



This is akin to us as humans

When we read and speak, we  do not deliberately analyze the grammatical 
structure of each sentence.



But we implicitly know complex rules about structure



But we implicitly know complex rules about structure



Language models are also aware of linguistic structure

Papadimitriou, Isabel, et al. "Deep subjecthood: Higher-order grammatical features in multilingual BERT." arXiv preprint arXiv:2101.11043 (2021).



Language models are also aware of linguistic structure

Papadimitriou, Isabel, et al. "Deep subjecthood: Higher-order grammatical features in multilingual BERT." arXiv preprint arXiv:2101.11043 (2021).



Structure in language models

● Language models aren’t engineered around discrete, linguistic rules

● But the pretraining process isn’t just a bunch of surface-level memorization

● How much do we get a discrete, rule-based system from large scale pretraining?

○ There’s syntactic knowledge, but it’s complicated

● But remember – there’s no ground truth for how language works!

○ If we knew how to fully describe English with a bunch of discrete rules, we 

would just make an old-school NLP system and it would be amazing.



Large language models: a paradigm to implicitly learn linguistics

Before:
Now:

(hidden comprehension)



Linguistic Structure for today’s NLP
How does it work with linguistic structure?



Inductive bias

● Every machine learning model requires some type of architecture design and 

possibly some initial assumptions about the data we want to 

analyze. Generally, every building block and every belief that we make 

about the data is a form of inductive bias.



Some typical inductive biases in neural networks

● Weak Relation

So we need fully-connected layers

https://www.baeldung.com/cs/ml-inductive-bias



Some typical inductive biases in neural networks

● Locality

So we could use local connections

https://www.baeldung.com/cs/ml-inductive-bias



Some typical inductive biases in neural networks

● Sparsity

So we could do pruning and MOE

https://www.baeldung.com/cs/ml-inductive-bias



Some typical inductive biases in neural networks

● Sequential Relation

we could model input sequence

https://www.baeldung.com/cs/ml-inductive-bias



Some typical inductive biases in neural networks

● Arbitrary Relation

we could model input graphs

https://www.baeldung.com/cs/ml-inductive-bias



Inductive bias in NLP

Natural language is 

• Bag of words?

• A sequence?

• A (syntax or dependency) tree?



How modern NN perceives structure

● Bag of words

● Word sequence

● Injected structure 
○ syntax or dependency tree (Recursive NN)

○ with local connections (Convolution NN)

○ with a recurrent bias (Recurrent NN)

Transformer： bag-of-words models with position embeddings

Benyou Wang, Lifeng Shang, Christina Lioma, Xin Jiang, Qun Liu, Jakob Grue Simonsen. On position embeddings in BERT. ICLR 2021,

Benyou Wang*, Donghao Zhao*, Christina Lioma, Qiuchi Li, Peng Zhang, Jakob Grue Simonsen. Encoding word order in complex embeddings. 

ICLR 2020, Spotlight paper (acceptance rate: 6%)

Structure is learned in a data-driven way thanks to free attention. 



Linguistic Structure for today’s NLP
Pendulum Swing: The Future Convergence of 

Linguistics and Deep Learning



Pendulum Swing

Empiricism
(e.g., deep learning in NLP)

Rationalism
(e.g., Linguistic Structure)

● Empiricism: Empiricism in NLP, exemplified by deep learning, relies on vast 

amounts of data and statistical models to understand and generate human 

language.

● Rationalism:  Emphasizes linguistic structure, advocates for a more rule-based 

approach, rooted in the understanding of grammatical and syntactic principles of 

language.



The Empirical Era: Deep Learning's Triumph in NLP

● we are currently witnessing a pronounced swing towards empiricism, primarily 

fueled by the advancements in deep learning.

● This era is marked by the emergence of sophisticated language models like GPT-4 

and BERT, which have revolutionized our ability to process and generate human 

language.

● These models, built on the backbone of massive datasets, excel in a variety of tasks 

such as text generation, translation, and semantic understanding. The reliance on 

extensive data has not only improved accuracy but also expanded the scope of 

applications, making NLP more versatile and accessible than ever before.



As the pendulum inevitably swings

However, the dominance of empirical methods in NLP is not without its challenges. 

While these models excel in processing vast amounts of data, they often grapple with 

issues like hallucinations, lack of control, and opacity in their decision-making 

processes.These problems, seemingly intractable within the current framework of deep 

learning, point to inherent limitations.

As the pendulum inevitably swings, the future of Large Language Models (LLMs) might 

see a greater integration of rationalism. Such a combination could lead to more robust, 

controllable, and interpretable AI systems. As LLMs gradually encounter developmental 

bottlenecks, the incorporation of linguistic structure and theory promises to unlock new 

avenues and breakthroughs in the field.
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Tips for scaling

● Structure-free

● Enough complexity (or smaller models solved it and it turns to be saturated)

● Fully-interacted between features internally

● End-to-end training without pipelines (Pipelines leads to gradient stopping)

● Multi-tasking for generalization (also improve and complexity)

● Fully-trainable parameters


